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Abstract—Coordinate Rotation Digital Computer (CORDIC)
algorithm has a great advantage in hardware based implementa-
tion because of its simple architecture. It employs shifter and
adder for hardware implementation. The major issue with a
CORDIC algorithm is the linear dependence of convergence
on the number of iterations. Each iteration performs shift and
addition or subtraction operations, due to this there is a trade off
between area and delay. Also, the floating-point representation of
angles would also increase the area and power. The main aim of
this work is to implement a low power and area efficient bfloat16
based on a CORDIC algorithm. The proposed hardware module
consumes 3.2x and 3.38X less area and power compared to a
single-precision floating-point based CORDIC implementation.
The result of the proposed module has been verified on a Zynq
evaluation FPGA board.

Index Terms—Trigonometric function, Coordinate Systems,
Bfloat16, CORDIC, Floating-point Representation

I. INTRODUCTION

With the increase in advancement and dependency on
technology, the need of complex computation is also increas-
ing. Most of these complex computations involve nonlincar
operations, which should be done quickly and efficiently to
match the requirements of this era. Therefore, it is important
to develop a hardware module, which can perform these
operations by consuming less resources. Exponential, logarith-
mic, trigonometric, and square-roots are some frequently used
nonlinear operations in advanced systems. These operations
can be performed by implementing a Taylor series on hardware
at the cost of higher area and high power consumption [13]
[14]. There is an alternative for this approach, which is the
Coordinate Rotation Digital Computer (CORDIC) algorithm,
proposed by Jack E. Volder [1] in 1959.

Traditionally, a CORDIC algorithm was implemented by
employing bit serial architecture and all the iterations were
executed in bits [1]. The serial bit approach slows down
the computation and increases the delay of the module. The
serial bit implementation approach is also known as the folded
architecture approach. Another approach [2] is known as
the unfolded architecture approach which provides pipeline
and parallel architectures. The radix-n approach is a pipeline
architecture methodology and generally it is employed for
a fixed-point format [2]. Pipelined implementation has been
introduced in [3] [4] to increase the efficiency and throughput.
The work proposed in [4] [5] [9] shows that CORDIC archi-
tecture employed vector inputs in floating-point representation
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and angles are stored in look-up tables (LUT) using fixed-point
representation. Lee et al. [11] have implemented a complete
floating-point based CORDIC architecture.

CORDIC processors are developed to compute the functions
in real time for digital computers [8]. The real time compu-
tation is required for applications such as signal processing,
image processing, digital communication, robotics [10] etc.
It can function as a single unit, which includes a large
set of applications such as, trigonometric, exponential, and
arithmetic operations.

With time, a lot of modification has been made to this
algorithm and improved its performance. It is an iterative
algorithm, to calculate the rotation of two vectors in circular,
linear and hyperbolic coordinate systems. To calculate the
trigonometric, exponential, and arithmetic operations, circular,
hyperbolic, and linear modes are selected, respectively. Look-
up table, adder, subtracter and shifter are used in this algorithm
to perform computation in hardware. L.ow cost, less hardware
requirement and simple hardware implementation are some
major advantages of a CORDIC processor.

In this paper, we have designed a CORDIC algorithm
based module that performs trigonometric and exponential
functions efficiently, due to the reduced mantissa bits of
bfloat16 floating-point representation. The proposed module
has been implemented in bfloatl6 floating-point representa-
tion as it consumes less hardware [6]. The bfloatl6 based
module consumes less hardware resources compared to single-
precision floating-point representation. The module has been
compared with a single precision based CORDIC processor.

The paper is organized as follows: the related work of the
proposed module is explained in section II. In section III, the
methodology of proposed work is explained. The results and
discussions are explained in section IV. The proposed work
has been concluded with the future work in section V.

II. RELATED WORK
We briefed about the floating-point representations and
mathematical representation of a CORDIC processor.

A. Floating-point representation

While designing VLSI architecture, we have to place the
computation components and the required memory blocks in
a minimum area. The fixed number of bits limit the infinite
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