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Abstract—Precise object localization in an industrial environ-
ment is a significant task affecting follow-up processes for a
pick and place application. One of the solutions to effectively
ensure the success of this task is to use modern methods of
machine vision. Machine vision is still a highly evolving topic,
in which the use of approaches based on convolutional neural
networks is rising. And so in this contribution, an innovative
engineering approach based on convolutional neural networks is
proposed for an object localization task. The approach is based
on an atypical image segmentation, where the individual objects
are represented by two colored gradient circles. These circles
represent significant parts of the object like its center or ending.
Each object type (class) is determined by a specific color. By use
of a local maxima finder, all circles in an image are transformed
to points. With knowledge of these points the coordinates and
rotations are calculated. The proposed approach was tested on a
legitimate localization problem with 100% precision, more than
99.52% recall on the positioning task and with an average of 6
minutes angle variance per object.

Index Terms—Machine Vision, Object Localization, U-Net,
Convolutional Neural Network

I. INTRODUCTION

In recent decades, many manual activities performed by
humans have been increasingly replaced by the use of robots.
This is especially in areas where human safety needs to be
ensured or where work is repeated. Along with the increasing
use of robots, the use of machine vision for image-based anal-
ysis to ensure automatic robot operations is also growing. The
machine vision in industry fields is often used in applications
such as automatic inspection [1], robot guidance [2], [3] and
process control [4].

One of the most common problems that needs to be solved is
the solution of robot guidance for a pick and place application
in an industrial environment. In general, the pick and place
task is based on a robotic arm (or multiple robot arms) that is
able to grab an object and move it to a certain position. From
a theoretical point of view, the role of object gripping and
placement can be considered as a solved problem. However,
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from a practical point of view, it still offers many issues that
demand a solution [5].

The solution of the pick and place problem is directly
affected by various criteria. The common criterion can be the
dimension of the space from which we want to grab the objects
and in which we want to place them. Therefore the solution is
basically limited to the problem of a handling strategy between
two flat surfaces (2D to 2D) and between a flat surface and
3D area (2D to 3D) as exemplified in the survey [6].

In this contribution, we deal with precise localization of
specific objects of interest, which is the initial part of the
pick and place application. This mentioned field is still an
extensively researched topic as industrial companies want to
save costs according to used technologies. These costs are
mainly and directly affected by the type of used sensor.
As might be expected, there exists a huge variety of object
localization approaches combining different types of sensors
with different types of algorithms. A brief summary of state-
of-the-art techniques can be found in [7]. Here, the emphasis
is placed on quick and precise estimation of the position and
orientation of multiple objects on flat, or possibly moving,
surface in frames captured by a monocular camera.

II. PROBLEM FORMULATION

This section serves for proper definition of paper aim. As
mentioned before, we deal with the initial challenge of the
pick and place problem. Specifically, the proper localization of
objects of interest. In this field, a lot of approaches have been
proposed for object localization in recent years as described
in [8], [9] and [10].

Very recently, due to the growing availability of laser
scanners (e.g. Hexagon 3D Scanners [11]), point clouds are
more often used for object localization [12]. Obviously, an
object localization system, combining the use of laser scanners
and advanced point cloud processing algorithms, represents
a very robust solution. However, this kind of a solution
still has some imperfections. Firstly, these laser scanners are
slightly expensive, which is causing an inability for use in low
cost productions. Secondly, the performance of laser scanners
decreases with the reflexivity of object material (especially
for shiny ones). Finally, the frame rate of these sensors is too



Fig. 1. Example of configuration for pick and place application.

low to be used for objects moving on the surface (e.g. on the
conveyor belt).

Thus, our aim is to propose and test a competitive approach
which eliminates mentioned shortcomings. In order to satisfy
needs for the industrial environment, we need to meet the
following parameters. At first, the price of whole device should
not exceed a 1000 dollars and its composition should be based
on available hardware. Furthermore, the solution shouldn’t
be sensitive to changing conditions, i.e. changes of light or
surface background.

Moreover, the system processing time should be fast enough
to provide localization of objects on a moving conveyor belt.
To fulfill this requirement the frame rate should be greater than
10 frames per second. In addition to that, our solution should
simultaneously provide coordinates and rotations of different
objects in a specific application.

Overall, the proposed solution could be used for the pick
and place application. Basically, the whole system for this kind
of application is composed of the processing unit (a), camera
sensor (b), robotic manipulator (c¢) and conveyor belt (d) as
demonstrated in Fig. 1.

III. PROPOSED SOLUTION

Here we want to present a solution using the processing unit
(a), with a proper image processing algorithm, and imaging
sensor (b) as also shown in Fig. 1. The imaging sensor
provides an area scan which is the source signal for further
processing. This signal is then processed by the processing unit
which provides particular information about detected objects.
In our case, this information is object position and its rotation,

which serves for manipulation purposes. This information can
be handed over to the superior system, which provides control
of the robotic manipulator and conveyor belt. Particular parts
are described below.

A. Imaging sensor

As an imaging sensor we decided to use the standard indus-
try monocular RGB camera with sufficient optical system for
purposes of sensing with satisfactory frame rate. As the ability
of image processing is affected by the source information
stability, the correct setting (determined by conditions) in the
particular application must be secured.

The camera placement above the sensing area has to provide
coverage of the full area of interest. The optical system
parameters have to be tuneable. Specifically, the focal point
and aperture have to be correctly tuned to provide high image
sharpness with balanced colors. A lot of tutorials for these
settings are available online. Authors can recommend the tool
provided by Basler Corporatioon [13]

B. Processing unit

Selection of the processing unit is conditioned by the
method used for the localization. As the aim is to use lo-
calization based on the convolutional neural networks (CNN),
the processing unit must provide sufficient performance. Fast
parallel processing and low cost of the unit is required for
our application. These criteria are fulfilled by several devices
for developing of neural networks such as NVidia Jetson [14],
Google Colar [15], Asus Tinker [16] etc.
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Fig. 2. Diagram of proposed processing approach.

C. Localization algorithm

The processing algorithm directly affects accuracy and
performance of the object localization task. The use of con-
volutional neural networks for this kind of task grows with
its increasing progress. Nowadays, CNNs are outperforming
traditional machine vision methods for object classification
and localization as mentioned in [17], [18].

Based on an ability to accurately predict object position and
authors experience [?] with CNNs, we propose an approach
based on creation of a schematic image leading to image seg-
mentation. This basis for further use in different applications
has been established in previous authors’ publications [19],
[20].

Here, the detected objects are represented by two settings of
two radial gradient circles of defined color (representing their
class), while the rest of the transformed image remains black.
In both settings, the one coordinate of the object is represented
by a bigger circle and the second circle represents the other
coordinate of the object. Accordingly to used settings, these
circles represent different coordinates described as follows.

o Case 1 - Bigger circle represents one end of the object

and the smaller circle acts for the other end.

o Case 2 - Center of the object is represented by a bigger
circle and the end of the object is illustrated as the smaller
circle.

When these coordinates are connected it creates the vector,
which represents the object position with its rotation. This
approach using the first setting is represented by the diagram
in Fig. 2. Both particular cases of object representation are
illustrated in Fig. 3.
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Fig. 3. Cases of object representation in segmented image.

In this proposed approach the Locator is a generic process
finding two local maxima of each specific color representing

object class. From these coordinates, position and rotation
angle of the object is then determined.

As the original image transformation is the complex task,
we propose to apply one representative network from the
image segmentation neural network group. These networks are
often based on the encoder-decoder operation. The encoding
involves a feature key extraction and its compression to lower
dimensions. The decoding then recovers these feature keys
and project them to the segmented image. Typically, the
segmentation creates a new image covered with monotonous
areas of colors. From our previous experience we believe
in the proper segmentation function with segmented objects
represented by color gradients.

In recent years a lot of architectures for image segmentation
have been developed, e.g. SegNet [21], ResNet [22] or PSPNet
[23]. Based on our previous experience, we decided to use the
U-Net network architecture, which was introduced in [24].

IV. EXPERIMENTS PROCEDURE

In this section we are going to describe the design of the
multiple object localization system and the experiments. The
next subsection defines the object localization issue. Hardware
implementation of the proposed localization system is then
described. Next, the creation of a dataset for neural network
training is traced. As following, the U-Net training with its
parameters is written down. Finally, function of the locator
and the process of obtaining center coordinate and rotation is
explained.

A. Object localization issue setup

The special setup was prepared for the demonstration of
the proposed solution. The setup was based on a placement of
up to four different objects on six different surfaces. All used
objects are shown in Fig. 4.
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Fig. 4. Objects of interest, selected for localization issue.
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Fig. 5. Background surfaces used in experiments.

These objects were similarly sized and the first object (a)
was made of aluminum, colored by white paint. The second
object (b) was created by a printer from a black plastic
material. The other two objects (c) and (d) were made from a
shiny metal. Background surfaces were composed of a plastic
plate (a), anti-slip sheets (b and c), small wooden slats (d), an
old wooden desk (e) and a carpet (f). All of the used surfaces
are shown in Fig. 5.

B. Hardware implementation

Hardware was composed of two elementary systems; the
imaging sensor with its lenses; and the processing unit. As
an imaging sensor, the industrial camera Basler acA2500-
14uc was used. The Computar M3514-MP lens was assembled
on the camera and set properly to obtain sharp images of
the monitored area. The NVIDIA Jetson nano developer kit
was chosen as the processing unit capable of maintaining the
segmentation task using U-Net with a frame rate at 18 fps
[25].

This developer kit possess a quad-core ARM AS57 processor
on 143 GHz for operating the system and its auxiliary
functions; 128-core Maxwell GPU for data processing; 4GB
64-bit LPDDR4 RAM serving the high speed data transfers.
Furthermore, the communication and operating interfaces are
provided in a wide range. These are for example, two MIPI
CSI-2 DPHY lanes for camera connections by flat cables
(each capable to transfer 60fps 4k videos), Gigabit Ethernet,
four USB 3.0 interfaces, HDMI, etc. The whole specification
should be found on an official page [14].

The hardware costs were composed from its particular parts
(lenses - $150, camera - $550, developer kit - $100 and
accessories - $150). In total, the costs were $950 and did
not exceed the required costs. However, the total costs can
be significantly reduced by using a lower resolution imaging
Sensor.

C. Dataset creation

Input images taken during the dataset creation in [26] were
also used for purposes of this article.

Totally, 1021 images were gathered using different object
positions on all of the surfaces. The size of images were
transformed to [288 x 288]px for purposes of the proposed
localization system.

Target images were created by user interface, where the
position vector of each object was defined by user on each

input image. Circles were inserted on its specific coordinates
by its particular case. This process is illustrated in Fig. 6.
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Fig. 6. Illustration of dataset creation process.

Both (input and target) images were equally split into two
groups. The group for training contained 815 images and
remaining images were assigned to the testing group.

D. U-Net training

In both cases, the training of U-Net topology was performed
using the same training parameters. For the optimization strat-
egy the ADAM algorithm was used, which generally provides
sufficient performance [27]. Initial weights with Gaussian dis-
tribution were randomly set at the beginning of each training.
The training was performed ten times for each case. In both
cases, the best performing model was then selected for further
comparison. Training parameters are summarized in Table 1.

TABLE I
TRAINING PARAMETERS
Input shape | 288 x 288 x 3
Experiments quantity | 2 x 10

Optimizer
Initialization
Learning interruption
Learning rate «

ADAM algorithm

Normal distribution (mean = 0, std = 0.05)
500 epochs reached

0.001

E. Locator

Both the bigger and smaller circle are found by the locator in
a segmented image. The two coordinates are returned from the



locator for each object. Depending on the case, the coordinates
of the center and rotation of each of the objects are calculated.

V. RESULTS AND DISCUSSION

For correct object localization determination, we compared
the center coordinates of the predicted object with the actual
object center coordinates. If the predicted coordinates were in
a radius of 2 pixels and the object class was the same, then
this was determined as the correct prediction.

The best performing model was selected in a maximum of
two steps. At first, the total counts of correct predictions were
compared. If the number was the same for multiple models,
the sums of the rotation deviations of these competing models
were compared. Thus, the best performing model was selected
for each case.

As the highly used metrics for multi-class classification we
chose two typically used indicators - precision and recall.

The proposed system showed an ability to not predict any
“false” objects. These predictions were also independent of
the background surface. As such, there were not any false
predictions in either case. Accordingly, the precision of the
best performing model was 100% for both cases.

On the contrary, the system was not able to find all of the
true objects. This ability is referred to as the recall, which is
mathematically represented by the equation (1).

TP
= —— 1
Recall = 75 FN M

In the equations above, T'P means true positive, F'P means
false positive and F'N means false negative.

For both cases, the recall values of each object are written
in Table II.

TABLE 11
COMPARISON OF BOTH CASES RECALL PERCENTAGE

Case Objectl (a) | Object2 (b) | Object3 (c) | Objectd (d)
Case 1 100.00% 98.71% 98.14% 99.34%
Case 2 100.00% 100.00% 98.75% 99.34%

As the results show, the second case model is performing
better classification in all object classes than the model of the
first case. Overall, both presented cases were performing well
in both evaluated metrics. The recall macro average, defined
as the average value of all of the object recalls, was 99.05%
for case 1, and 99.52% for case 2.

After the classification issue, the comparison of true and
predicted object rotations was performed. The average angle
variance per component value is included in Table III.

TABLE III
AVERAGE ANGLE VARIANCE PER COMPONENT

Case Objectl (a) Object2 (b) | Object3 (c) | Objectd (d)
Case 1 0.126° 0.066° 0.054° 0.104°
Case 2 0.069° 0.068° 0.138° 0.110°

All objects average angle variance was 0.088 degrees for
case 1 and 0.097 degrees for case 2.

The second case provides better performance for the object
localization task and bigger rotation error for the object. It
needs to be mentioned that, the rotation error is affected by
distance of points, where a closer distance should lead to a
bigger error on a 1 pixel mismatch. As the rotation error was
not more than one tenth of a degree, the rotation estimation
can be considered as successful.

The proposed solution was able to process more than 15
frames per second with the hardware described in section
IV-B.

VI. CONCLUSIONS

In this contribution, we proposed an innovative engineering
approach to multiple object localization for pick and place
applications. The proposed approach consists of two parts. The
first is the creation of the schematic image, where the U-Net
topology was used for this image segmentation task. In the
schematic image, the objects were represented by two settings
of two radial gradient circles of defined color (representing
their class), while the rest of the transformed image remained
black. The second part was about using the locator to maintain
center coordinates and rotation of an object.

The solution was tested on a legitimate positioning problem,
where multiple objects were placed on various surfaces. In this
problem, both circle setting cases were compared in object
localization tasks. In the case, where the bigger gradient circle
was in the center of the object, better localization performance
was realized, and its precision was 100% and recall was
99.52%. The rotation error was 0.097 degrees in total average
angle variance.

In the future work, the proposed approach should face more
complex tasks. For instance, the objects could be represented
only by places where they can be gripped, which could
provide direct information for robot manipulation purposes.
We also plan to work on the U-Net architecture optimization,
which should lead to reducing of the system computational
complexity.
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