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Abstract. This paper acquaints with a created application for generating Rainbow Tables and the results of testing Rainbow Tables, according to the length of the chosen chain. The paper presents a specialized application containing its own algorithms for reduction functions, changing the length of chain, generating Rainbow Tables and measuring the effectivity of the password search in detail. Within the executed tests, the dependence of Rainbow Tables size on the password length, the affection of the hash search by the size of the chosen chain and their links to collisions, which arise from the principle of using the reduction function, were observed. The results objectively describe the pros and cons of using Rainbow Tables and show the possibilities and restrictions for their effective usage.
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Introduction
Nowadays, with the dynamic evolution and extension of information technologies and its usage, the secrecy of information is emphasized. We can say that nowadays the leakage of sensitive information is a huge threat and it exposes the owner of the data to possible security risks. With the expansion of internet and the digital world, even a little mistake in an algorithm is a possibility for an attack and the attacker can operate with the data without a problem and he can spread this mistake over the network. Because of that, high requirements are imposed on cryptography, so the encryption system is reliable, theoretically indecipherable, adequately complicated, not too much memory demanding, unbreakable in real time, easy to implement and quick enough for encryption and decryption. There is a lot of requests and the computing power of today’s machines is still growing, so it is important to extend and develop new and superior algorithms, so we can avoid their breakage.
The author in work [1, 2] mentions the procedures of password cracking and states some concepts associated with those issues. The work describes the methods of access to password cracking, he also states other approaches (methods), which can help with password cracking (frequency analysis, Markov model, etc.). This work also states the basic principle of Rainbow Tables and their access to password cracking. It also mentions some programs, which are used for password cracking or testing the overall security of the login system. It relies on several hash functions, however, their algorithm is not mentioned in the work. The work contains a considerable range of tools, methods and approaches to password cracking.
In the publication [3, 4] the author deals with the use of probability in cracking user passwords. At the beginning he mentions the forms of saving user passwords in different branches (Unix, Windows, Wi-Fi, web sites, etc.). The author also mentions software used for password cracking. The key part of this work is the analysis of passwords in general (their length, used characters, etc.), he uses basic methods, such as frequency analysis, statistics of leaked password databases, Markov model, brute force and more. The work also mentions the use of Rainbow Tables for a dictionary attack in detail. The work also deals with the probability of cracking the user passwords. The whole text is statistically oriented, it tries to analyze the current situation and uses results and tables published on the internet (password lengths, used characters, occurrence frequency).
The work [5] deals with IseCrack, which is a powerful implementation of Rainbow Tables, using the computing power of nVidia graphic cards. In the beginning, the author mentions the issue of passwords and hash functions (salt, one-way hash function). The key task of the work is to apply the calculations of big Rainbow Tables to the graphic card (GPU), which is faster than the processor (CPU). This allows a speed-up of password cracking and at the same time it allows to extend the use of Rainbow Tables for passwords with more characters. The author compares the implementation of the algorithm to CPU and GPU. In the publications [5, 6, 7] the authors deal with the hash function MD5. The publications describe the construction of MD5 in detail, but they also deal with the breaking of MD5, by searching for collisions. Other important publications in the area of cryptography are [8-12]. The theme of those papers is the issue of hash functions, principles of breaking the hash function MD5 [13, 14] and also the algorithm for electronic signatures.
Rainbow tables 
Rainbow tables belongs into TMTO (Time-Memory Trade-Off) methods. These methods use memory in order to lower total time needed to find a correct password. The first concept of using recalculated tables was developed by Martin Hellman (Hellman’s table 1980), but his approach used only one reduction function. On the CRYPTO 2003 conference [20, 21], Philippe Oechslin published improved version of Hellman’s tables. This new method used higher number of reduction functions, which author labeled as rainbow – thus the name Rainbow tables. The publication also contained a practical example of breaking Windows password containing alphanumeric symbols with success rate of 99,9% using tables with size of 1,4GB. 
Rainbow tables are pre-calculated tables used for password search from hash imprint. The maximum size of a single table is limited (for all passwords from keyspace) in dependence on password length and number of characters which a password can contain. Searching and managing a single large table is also slower and more difficult. For these reasons, Rainbow tables are using multiple smaller tables. Multiple reduction functions in chain columns eliminates collisions of texts and hashs so, that the tables are smallest possible and does not contain any duplicates. [15 - 18]
The biggest limit of rainbow tables is password length. If the password length is higher than 8 characters and is using characters [a-z, A-Z, 0-9], the number of possible combination is 218 340 105 584 896 ((26+26+10) * 628). In this example, real time generation of such a table is not possible and cracking the password in a given time fame cannot be achieved. Method is therefore suitable only for passwords with limited character length. [19] 
Another use cases where Rainbow tables are not usable are salted passwords (salt makes simple password more complex) and multiple usage of hash function or combination of several different hash functions, i.e. . In this case the attacker would have to modify generation mechanism of Rainbow tables and create special tables for this specific hash function. 
The main strengths of rainbow tables is a search speed. While brute force complexity is O(n), rainbow tables have complexity for a single table O(n) = (hash table search x chain length) and for a multiple tables O(n) = number of tables (hash table search x chain length). 
Usage of Rainbow tables 
Rainbow tables are used to break hash imprint of a password in order to discover it. This method can be used if an attacker has access to the database of passwords with passwords stored in hash form (not in plain text). Rainbow tables can then search for hash values and find the original password. This process is not trivial and it is only partially solved by Rainbow tables. In order to effectively use Rainbow tables, it is convenient to know certain characteristics of user’s password like its length. The password length can be often derived from system requirements or by watching user entering the password). If the password length is unknown, multiple combinations and search in multiple tables have to be used, making the attack much more time consuming.
Another important prerequisite is knowledge of used hash function. If this is not available, multiple tables for different hash functions have to be used. In general, multiple techniques and tools have to be used to make a successful attack. 
Rainbow tables are a perfect technique to break user password if some knowledge about the password is available. Search in Rainbow tables can be parallelized, making it ideal for distributed systems. Many programs dealing with Rainbow tables can be found on the Internet. Some of the tables are free, but many have to be purchased. Usage of these tables will save time, because the tables do not have to be generated first. [22, 23] 
Rainbow tables structure
A structure of Rainbow tables can look like the table 1. This table contains text and hash imprint. Hash is stored as a key value in order to make searching faster. If there are any collisions in hashs, reduction has to be executed in order to merge the collision rows and therefore to preserve only a single key value (otherwise there would be different text for the same hash value). 
While constructing Rainbow tables, allowed characters ([a-z], etc.) and hash function (MD5, SHA-1, etc.) have to be selected. The appropriate length of chain is also important as it influence the table size and speed of search algorithm. By selecting a proper reduction function, better results and lower number of collision can be achieved. 

Table 1 – Rainbow Table without end collision hash
	Text
	
	Hash

	aaaa
	
	3c62c99bafbe3a81f16d36b592b66ae5

	aaab
	
	7991ef7c61d85c505adb63b70553b0ce

	aaac
	
	ef834a79dc0ac78e355859ec4f698d0b

	aaad
	
	3bb75d8a8effe7c5e18aC6670a3c3346

	
	
	


Problem definition and analysis
The use of Rainbow Tables for password cracking from a known hash is a basic operation, but it is time consuming and computationally demanding. For the effective use of Rainbow Tables it is important to verify some basic parameters and bonds, which can significantly affect the effective use of this tool. The first tested parameter is the dependence of the Rainbow Tables generation time, time for the reduction function, and the size of the final table on the length of the password. Another key parameter, which was measured and tested is the average time to find a password depending on the chain length and the size of the Rainbow Table depending on cha-in. It was also necessary to check the coverage of the whole key-space with a pre-chosen probability of 80% on the length of chain. This should allow the reduction of the size of the generated Rainbow Tables, generation time and the password search effectively. The last examined parameter was the dependence of the number of collisions on the length of chain. To check the behavior of Rainbow Tables mentioned above, a testing application was developed, it is introduced below, including its own design of the reduction function and the search logic, which is introduced further in detail.
Application for testing
To test the effectiveness of password cracking using Rainbow Tables, an application, which allows to search for the real password by using the fingerprint, was developed. The application searches for the password using the Brute force algorithm at the same time. The application was written in the C# language and the .NET Framework 4.5 environment. Created application has those functional parts, which allow its effective use:
Generating a table of restricted size of the password – 6 characters, A-Z 
Searching for the password by the hash value 
Measuring the table generation time 
Searching for the password using the Brute force algorithm
The possibility of finding the password in a finite time (or inform the user, that the password was not found) 
Visualization of the Rainbow Tables method 
MD5 hash function

It is important to keep the Rainbow Table in the appropriate data structure, which is able to search quickly by the key value. A hash table (dictionary) was selected for the application, hash was selected as a key and a list of strings as a value. Because of the collisions of final hash it was not possible to use any of the strings and while designing the reduction function for the creation of chain the function was designed to be different for each column, so any similarities are avoided. The chain itself was designed as a chain of hash function and reduction function. Individual chain values are saved into a list of strings, or to a pair hash – text, which is then inserted into the dictionary of the Rainbow Table.
Chain
As a Chain we call a string of texts, where the chain starts by t0 and by a gradual transition using a hash function and a reduction function it ends by h2, the length of a chain like that three (Count(rj) + 1) – see Eq. (1).
	(1)
Chains are used to build and to search (reconstruct) the wanted password in Rainbow Tables. The Rainbow Table by itself does not contain the whole chain intentionally. The length of chain (the number of reduction functions + 1) affects Rainbow Tables while generating tables. If we chose a chain that is too long, more computing power will be needed to create the chain and thereby the total table generation time will grow. Because of the reduction function, which is not injective, the number of collisions will grow.
That will appear thanks to the reduction of duplicated rows in Rainbow Tables, which will reduce the size of the tables on the hard drive. The search time in Rainbow Tables will increase, because the search in width is used. If a small length of chain is chosen, we will need less computing power to build the Rainbow tables, however, the size of the tables on the hard drive will increase and the speed of finding the password in the Rainbow Tables will increase as well. Chain can be presented as a linear list, which will hold the text values t0, h0, t1, h1…hn.
A static class Chain is defined within the program, it contains two static methods TokenToChain and TokenToShortChain. Those methods are quite similar. TokenToChain recieves a string text and an integer ChainLength as an input. The value Text determines the first value of the chain string t0, the input value ChainLength determines the length of the chain:

public static class Chain
{
  public static List <string> TokenToChain
    (string text, int ChainLength)
  {
    List <string> chain=new List <string>();
    string hash=string.Empty;
    for (int i=0; i <= ChainLength; i++)
    {
      hash=HashMD5.Text2Hash(text);
      chain.Add(text);
      chain.Add(hash);
      text=RFunction.Hash2Text(hash, i,
        text.Length);
    }
    return chain;
  }
}

The reduction function
The reduction function is a mathematical function, which is used to transfer from the hash set to the set of all texts. For its denomination, it will be used rj(hi), i=0…n, j=0…m, or the Eq. (2):
	(2)
This function is not injective, two models can have an identical image, which causes collisions and it is surjective, each image has its own model. Therefore, it has similar properties to the hash function. The problem is, that collisions occur more frequently than they occur in a hash function, because it is an output to a smaller set. Output from the hash set to the text set is problematic, the probability of a collision is a lot higher and there is no universal design for a reduction function. To eliminate multiple collisions, it has to be used more reduction functions, different for each column. From the properties of the output it is obvious that the design of this function is nontrivial. Therefore it is important to analyze each step.
Selecting integers from hash fingerprints
The first option is the selection of the integers from the hash fingerprint. If there is a hash: 3c62c99bafbe3a81f16d36b592b66ae5, the integers 362993811636592665 are selected, and the first 4 digits are converted to ASCII characters:

3629 → dgcj

A reduction function designed like this only returns a limited number of ASCII characters (one digit = 0-9 ASCII characters). There is 26 characters [a-z], therefore it needs more digits to get all the characters. For example if the 8 digits 36299381 is processed in pairs, it finds out the remainder in the division by 26 (modulo symbol %) and it get a number 0-25, as it can be seen in the example:
r

3c62c99bafbe3a81f16d36b592b66ae5 → kxpx
36%26 = 10 → k
29%26 = 23 → x
93%26 = 15 → p
81%26 = 23 → x

This procedure will create a reduction function, which converts the hash to a text value. The selection of integers from the hash fingerprints can be problematic. If we want to create more reduction functions, for example a different one for every column of the chain, we will soon come to the end of the set of numerals and the number of numerals will be exhausted.
Selecting hexadecimal values from hash fingerprints
Another possibility is the selection of hexadecimal values from the hash fingerprint. It is a hash with size of 128 bits usually written by 32 hexadecimal numbers, i.e. 3c62c99bafbe3a81f16d36b592b66ae5. The hexadecimal number can be used for the conversion to an ASCII character, and this feature can be used for the reduction. First, a hexadecimal number is converted to a decimal number and then to a character:
r

3c62c99bafbe3a81f16d36b592b66ae5 → iutz
(3c)16 = (60)10, 60%26 = 8 → i
(62)16 = (98)10, 98%26 = 20 → u
(c9)16 = (201)10, 201%26 = 19 → t
(9b)16 = (155)10, 155%26 = 25 → z

This is how to get the output .

More reduction functions
The reduction of multiple collisions with repetition (one reduction function) is solved by using more reduction functions. For each column of the chain a different reduction function is used. Thus increasing the power of Rainbow Tables, however, not all the collisions will be removed. If it is planned to implement more reduction functions (rj), each reduction function can be implemented separately (r1, r2, r3 … rn) or used just one reduction function, and then been used a transformation based on an index shift.
The method of index shift is very simple, basically only one reduction function is used, but for each column of the chain its index is used and a shift is performed. The principle of this method is shown in this example, where a hash reduction function r0, and then r1 are used:
r0

3c62c99bafbe3a81f16d36b592b66ae5 → iutz
(3c)16 = (60)10, 60%26 = 8 → i
(62)16 = (98)10, 98%26 = 20 → u
(c9)16 = (201)10, 201%26 = 19 → t
(9b)16 = (155)10, 155%26 = 25 → z


This is how to get the output .
3c62c99bafbe3a81f16d36b592b66ae5 → qsxar1

(c6)16 = (198)10, 198%26 = 16 → q
(2c)16 = (44)10, 44%26 = 18 → s
(99)16 = (153)10, 153%26 = 23 → x
(ba)16 = (186)10, 186%26 = 0 → a


This is how to get the output , however this process is restricted, because if the chain length is large, it moves to the end of hash. In this case it has to perform some kind of transposition of the index and then it can be chosen a hexadecimal number by transposition.
Collisions and their elimination
For a proper understanding of the whole issue of Rainbow Tables it is important to realize, that it cannot be find all of the password combinations and their hash in Rainbow Tables, but that they contain text and hash. The text marks how the chain starts and hash marks how the chain ends, the remaining information from chain is reduced, therefore disposed. While searching, it can be rebuild the chain retrospectively. With this reduction it can be lower the memory demands and then save the computer’s hard drive space.
When only one reduction function is used and if there is a match in one part of the chain, collisions repeat and there are multiple matching values. However, if it is used multiple reduction functions (for example a different one for each column of the chain), it eliminates that and there will be no matches. However, if the collisions occur in the same column it will not be possible to eliminate the matches. Based on the reduction function principles and their use for eliminating collisions presented above, the method CollisionReduction was implemented in the application. It is an important function ensuring the removal of hash collisions between two Rainbow Tables. The function is based on the passage through the whole table partlyRT1, in which it is searched for a match in the other Rainbow Table partlyRT2. If it finds a match, it adds values to the given keys into emphpartlyRT1 and it takes out the collision row from the partlyRT2 table. If removed all of the collisions, it can save the tables using the Write method. Before this reduction, the Rainbow Table is roughly the same size, CollisionReduction reduces the size of the Rainbow Table and removes the collision, to the final size.

public static void CollisionReduction
  (Dictionary <string, List <string >>
  partlyRT1, string name1,
  Dictionary <string, List <string >>
  partlyRT2, string name2, string path)
{
  foreach (var kpv in partlyRT1)
  {
    if (partlyRT2.ContainsKey(kpv.Key))
    {
      kpv.Value.AddRange(partlyRT2
        [kpv.Key]);
      partlyRT2.Remove(kpv.Key);
    }
  }
  RainbowTable.Write(partlyRT1,name1,path);
  RainbowTable.Write(partlyRT2,name2,path);
}


Rainbow Table
Rainbow Table presents a one table of the Rainbow Tables. Ideally it should have just one big table instead of more tables, however, with a higher number of characters and with a longer password, this process would be untenable due to the memory demands.
Due to the occurrence of the final hash collisions it does not store just the hash and text, but it stores the hash and a list of texts. The existence of the final hash collisions can be dealt with when inserting a row to the Rainbow Table. Tables generated like this can contain matching data. In the reduction algorithm it can go through and compare all the tables. This will reduce the size of the tables on the hard drive and it makes the search for the hash by the key value easier. Within the application the RainbowTables class encapsulates the RainbowTable class and it allows to work with more tables as if they formed a whole. It contains similar methods (FindPassword, CollisionReduction) as the RainbowTable class, but unlike the class, it works across all tables. It also allows to access the information about times (generating tables, password search and the reduction time), it also allows the window application to access the chain list and Rainbow Table to render into the form RainbowTablesForm. The method CreateRainbowTables creates individual Rainbow Tables and the multi-thread creation was used to accelerate the process. User oriented class RainbowTablesForm, has the task of rendering a graphical user interface, making the controls accessible and enabling the use of the RainbowTables class.
Password search by final hash
To find a password by the hash value it loads one table to the memory and searches by the hash key. If it does not find the hash value, it performs a reduction and applies a hash function. It get a new hash, which will be searched for in the table again. This process is applied until it finds a match. The process can be exemplified by the chain length = 3 and a simplified table:

Rainbow Table:	
Chain:	


It identifies the wanted hash as hh and it will assume, that hh=h0. It searches for the hh hash in the Rainbow Table. If it finds it, it get the chain value (chain list in case of a collision), which contains the password. If the hash is not found in the Rainbow Table, it has to perform a reduction and apply a hash function. If it uses just one reduction function, the process is easier.
In this step, we do not know on which position of the chain is the wanted hash located (or in which column, it could be in the first column or the second one), but we know that the hash is not located in the third column.
For the option, that it is in the second column, it performs a reduction r1 and convert to hash again, it declares it as . It searches for this hash in the Rainbow Table again. If it does not find the hash in the previous step, it has to choose another option and that is that the hash is located in the first column. It performs a recudction r0 and convert the result to hash, it repeates this step with the reduction function r1. It get a hash, which it declares as , it searches for it in the Rainbow Table (it found a match ) If it finds the wanted hash in the Rainbow Table, it get the chain, which contains our password. It knows the chain and the column, in which the hash is located, now it can perform a reconstruction of the chain, and search for the hh hash on the position of the column. If the chain contains the hash, it returns a password, which is located before the hash value (if it presents the chain as a list for example). If it finds a match after n steps (n = the length of chain), it has to load another Rainbow Table and repeat this process. If it searches in one table, the number of steps required for the password search is . Based on the presented principles a method FindPassword, which searches for a password by the hash chain in the Rainbow Table, was implemented. How the process of search works, is explained in a short example:

Search for a password by hash: 77CC7F

Table 2 – Shortened reduced Rainbow Table
	Hash
	Text

	3c62c9
	aaaa, ouwc, yusk

	7991ef
	aaab, hmpp, saum, vbvx

	ef834a
	aaac, amrv, eopt, ilim

	3bb75d
	aaad, hnzb, jgqp, lgmq, ndzy, spkn, ulnz



Search the Rainbow Table by hash value. If it finds the hash, it continues to the step no.3, otherwise to the step no.4
Convert the hash to text by using a reduction function and then convert to hash again; go back to the step no.2 with the new hash value (the maximum number of times this process is performed equals the length of chain): 	
text: puwr, hash: 584C19	
text: kcyl, hash: 48950E	
text: uhtc, hash: 3BB75D	

If find the hash (3BB75D) in the Rainbow Table, it means that the password is located in a chain from the list of values (aaad, hnzb, jgqp, lgmq, ndzy, spkn), it continues to the step no.5.
Go through the list of values linearly and we create a chain for each one, it searches for the original hash (77CC7F) in the chain; if find it, it returns the password at a given index (indexHash – 1). The found chain is:	



public string FindPassword o (string hash)
{
  string token = hash;
  string password = string .Empty;
  string h1 = string .Empty;
  List <string > tokeny;
  for (int i = 0; i <= ChainLenght; i++)
  {
    h1 = hash;
    int index = ChainLenght - i;
    for (int j = index; j<ChainLenght; j++)
    {
      token = RFunction .Hash2Text(h1, j, 
        this.FindPassword, NumberOfChar);
      h1 = HashMD5.Text2Hash(token);
    }
    if (RT.ContainsKey(h1))
    {
      tokeny = RT(h1);
      password = ReturnPassword(tokeny,
        index, hash);
      if (password != string.Empty)
      {
        return password;
      }
    }
  }
  return string.Empty;
}


The method FindPassword will find a row in the Rainbow Table and the method ReturnPassword will find the password in the list of values (it will build a chain value for each one and then find a password).


private string ReturnPassword(List <string>
  tokeny, int index, string hash)
{
  List <string> chain;
  for (int i = 0; i < tokeny.Count; i++)
  {
    chain = Chain.TokenToChain(tokeny[i],
      this.ChainLenght, this.NumberOfChar);
    if (chain.Contains(hash))
    {
      this.ChainFound = chain;
      if (chain[(index _2)+1] == hash)
      {
        return chain[index _2];
      }
    }
  }
  return string.Empty;
}

Testing results
Testing was conducted in various iterations to get a relevant result. Simultaneously the methods of generating were optimized, so the application for generating Rainbow Tables is executable on common PCs and the result was generated in real time. For the final testing, tables were generated to the maximum password length of six characters and passwords composed of characters [a-z] using the chain with length of 4. The chain length was chosen with regard to the possibility of visualizing the chain. For this selected range it can be generated the Rainbow Tables in approximately 15 minutes. Generating Rainbow Tables for 6 characters took approximately 3 hours and the reduction took about 5 hours. All calculations were performed on a PC with an AMD Phenom II X6 1100T processor and 16GB of RAM. A comprehensive overview of generation times, reduction times and the size of finalized tables for the password length of 2 to 6 and the chain length of 5 are stated in the following Tab. 3:

Table 3 – Information on generating tables
	Password length
	2
	3
	4
	5
	6

	Generation time [s]
	0,249
	1,497
	12,08
	327,946
	11420,35

	Reduction time [s]
	2,644
	6,404
	19,304
	558,084
	18441,93

	Size of tables
	104kB
	312kB
	6,73MB
	167MB
	4GB



A detailed test was done within the testing, its goal was to compare the password search by using Rainbow Tables and by using the Brute force algorithm. The test was performed on a set of 2000 passwords, a sample with the final times in milliseconds is presented in the Tab. 4. The Brute force algorithm tests all the combinations linearly, until it finds a match. This algorithm, as expected, is faster than the Rain-bow Tables, if the password is composed from the characters on the beginning of the alphabet. Rainbow Tables, on the other side, generates tables also sequentially, but because we do not save the whole chain, just the beginning and the final hash, even the search of the aaa password is directed (if there is a table, containing a chain with the aaa string, in the memory, it has to search for the chain in the table by hash value and reconstruct the password). The test shows, that the Rainbow Tables algorithm can be 10 times faster than the Brute force algorithm. An important parameter for Rainbow Tables is the chain length. The choice of this parameter is not given and it depends on the user’s choice. For the shown measurement a chain length of 4 was chosen, however, in practice a greater length is often chosen. The longer the chain is, the tables take up less disk space of the computer, but at the same time, the number of collisions grows and the search time grows as well. Ideally it would be best to have a minimal chain length, so the search is faster. However, those tables would take so much disk space. Assuming that the Rainbow Table for all the combinations would not fit in the memory, we have to split the table into multiple smaller tables. By doing so, the number of disc operations for uploading the table into memory will grow. Finding the optimal chain length was also a goal of the performed tests.

Table 4 – Time in ms search Rainbow Tables and Brute Force
	No.
	Password
	Brute
force
	Rainbow
tables
	Brute force
/ Rainbow tables

	1
	aa 
	0
	1
	0,0

	2
	aaa 
	0
	2
	0,0

	3
	aaaa 
	0
	59
	0,0

	4
	aaaaa 
	0
	1 715
	0,0

	5
	aaaaaa 
	0
	21 984
	0,0

	6
	bac 
	7
	7
	1,0

	7
	back 
	210
	98
	2,1

	8
	backu 
	4 802
	3 042
	1,6

	9
	Backup
	117 646
	116 054
	1,0

	10
	coff 
	479
	61
	7,9

	11
	coffe 
	11 836
	4 332
	2,7

	12
	coffee 
	291 497
	174 758
	1,7

	13
	ho 
	2
	2
	1,0

	14
	hos 
	65
	4
	16,3

	15
	host 
	1 325
	128
	10,4

	16
	hostk 
	31 662
	5 401
	5,9

	17
	hostka 
	870 911
	87 666
	9,9

	18
	my 
	2
	5
	0,4

	19
	myp 
	103
	10
	10,3

	20
	mypa 
	2 137
	358
	6,0

	21
	mypas 
	55 209
	3 080
	17,9

	22
	mypass 
	1 485 137
	36 598
	40,6

	23
	sh 
	3
	2
	1,5

	24
	sha 
	104
	3
	34,7

	25
	shad 
	2 944
	457
	6,4

	26
	shado 
	76 957
	4 523
	17,0

	27
	shadow 
	2 094 713
	311 318
	6,7

	28
	zz 
	10
	11
	0,9

	29
	Zzz
	172
	7
	24,6

	30
	Zzzz
	4 234
	56
	75,6

	31
	zzzzz 
	111 231
	2 843
	39,1

	32
	zzzzzz 
	3 001 050
	158 819
	18,9

	Average
	254 842,70
	26 731,96
	10,89




To find the optimal chain length it was searched for a value, when the password search time was minimal with the longest chain. A similar test to the test for comparing the Rainbow Tables and Brute force algorithms was created. Individual Rainbow Tables for different chain lengths, with the password length (2 - 4) were created.
The selected sets of passwords were searched for in the Rainbow Tables with different chain lengths. As a parameter for the measurement the time of each search was chosen, from which was counted the average time of one password search. By this measurement was watched how the average search time in Rainbow Tables grow with a different chain length. The time to generate tables grows with a greater chain length, because more operations are performed by the hash function and the reduction function while creating the chain. On the other side, the space that the tables take up, decreases with a greater chain length, because there are more collision rows in one table. In the Fig. 1 the chart, presenting the influence of the chain length parameter on the password search, is presented.

[image: ]
Fig. 1 – Dependence on the chain length of the average time to find the password
At the end of the test, in which observed the chain lengths and average password search time, it was compared the sizes of generated Rainbow Tables. In the Fig. 2 is a chart, displaying the change of the size of Rainbow Tables on the hard drive, depending on the chain length is presented. This reduction of the Rainbow Tables’ size is caused by the reduction of the final chains, with a greater chain lengths more collisions occur, while generating the whole key-space.

Fig. 2. – The size of Rainbow Tables in dependence on the length of chain
From the previous tests there is a hypothesis, that if we increase the chain length, it will not have to generate all of the combinations of input strings (aaa – zzz), it was generated just a part (e.g. aaa - tzz) and with a pre-required probability (e.g. 80%) all passwords can be found in the tables. This thought was tested on the created application and the selected results are shown in Fig. 3. Sub-combinations for each letter separately, i.e. aaa-azz = 1, baa-bzz = 2, to zaa-zzz = 26. Therefore a total of 26 sub-sets was generated and it was observed the probability of covering the whole key-space.


Fig. 3 – Change the probability of a chain length
Another logically observed parameter was the number of collisions in chain. From the measurement results it can be concluded, that with the change of the chain length it could gain the percentual coverage of the space of combinations sooner and therefore it will not be necessary to generate a chain for each input combination, thus lowering the requirements on the disc capacity. An important finding of the per-formed tests is, that with the growing chain length collisions multiply. This grow of collisions is faster than the growing of the probability, as seen in Fig. 4.
[bookmark: _GoBack]
Fig. 4 – The number of collisions versus length of chain
For this reason the hypothesis, that for the generation time optimization and the Rainbow Table size optimization for a probabilistic cover of the whole key-space it is possible to use the growth of the chain length, was denied. If it has to choose an optimal chain length parameter, it is necessary to take all the measured values into account (probability, errors, the size on the hard disk, password search time), but it also has to consider the power of the computer, on which the Rainbow Tables are generated or the password is searched. All those parameters will affect the choice of the optimal chain length.
Conclusion
Generating Rainbow Tables takes some time, but if the tables are generated and targeted directly for a specific case, it is possible to optimize this time and in comparison with the Brute force method, this time is relevant. Today’s procedures can count tables within tens of minutes and if the computing power of the graphic card is used, this time is significantly reduced. The only problem occurs in the disk space needed to save the finalized tables. If the tables are generated for long passwords, which contain the whole key-space including the national characters, the size of Rainbow Tables can grow to a size of terabytes (TB). In that case the space available on ordinary PCs will not be enough and to crack a password like this, it will be necessary to use servers with the appropriate data storage. A problem can also occur in terms of time: in huge tables the password search may not be solved with the appropriate speed and the obtained information may not be actual. There is an option of using a pre-generated table, which is possible to download or use a knowledgebase obtained from the exploration of the rising methods of social engineering and thereby optimize the generated combinations without any request to cover the whole key-space. The last option is to use distributed Rainbow Tables (online cracking), in which we can get the wanted result relatively easily, thanks to the distributed calculations.
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